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Template Conventions: All text in this blue font is descriptive information of what is to be written by the document’s authors.  Each section generally has this text to help describe the content and help guide the author on the required content.  In the final document all the blue text should be removed.
Guide Lines for writing procedures
One of the prime goals of this template is to promote uniformity of style and content.  A POM developed using this template should have the same style as other POM documents.  To this end, the following is a set of guidelines that will aid authors in not only developing procedures, but making sure that they are similar from document to document.
1. Audience – The audience of the procedure should be considered when writing it.  If you are writing a procedure that is intended for end-users then the author should assume that the person performing the procedure has no technical background and it should be in simplest and most descriptive language as possible.  In contrast a procedure intended for a datacenter operator will be more technical and the author may assume that the person performing the procedure has a fairly high level of technical ability and the steps can be more concise and include technical detail and language.  In all procedures it is important to assess the technical level of your audience and adjust accordingly.

2. Include a preamble – An introduction section needs to be included as part of all procedures.  This section at a minimum must include the following table.

	Procedure Name and any other identifiers

	Purpose
	A brief description of what the procedure accomplishes

	Time
	Give an estimate of how long it should take to fully perform the procedure and verify the results.

	Permissions
	Outline all permissions, access lists and credentials necessary to perform the procedure and to verify that it was properly completed.

	Initial Condition
	Describe the initial conditions or starting state for the procedure.

	Required Resources
	Describe the resources necessary to complete the procedures that are above and beyond what is normal for the system, such as disk space, memory or network bandwidth.

	Dependencies
	Describe all dependencies with other systems and applications, and how they will affect is procedure.

	Impacts
	Describe the impact to monitoring systems and what errors or alerts are expected during the execution of the procedure.

	Administrative Prerequisites 
	Define steps, actions and documentation that is required prior to the execution of the procedure.  This includes approved change requests, user notification of the intended action or notification to other effected systems.

	Feed-back
	Contact information for the procedure owner or other authority to which errors and/or other feed-back can be directed.



Do not leave descriptions blank in the table.  If a particular topic does not apply, indicate that with an NA.

3. Special Conditions – Make note-of or otherwise describe any special conditions or unusual aspects of this procedure.

4. Diagrams and Pictures – Diagrams and pictures can be included, but only if they add clarity to the process.

5. Steps – The following are requirements when writing the steps of the procedures:

· Step must be written in chronological order

· Steps that could or should be run in parallel must be noted

· Steps must be numbered

· Steps should take the form of an action description and then a result description

· Steps should be clear and concise. They should not contain material that is not relevant to the execution of the step.

· Do not split steps across pages

6. Success/Post Conditions – After the procedural steps it is important to describe how to determine if the procedure was executed successfully and what the post condition of the system is.  This should include methods on verification of the state of the system.

7. Back-out Procedures – Describe the steps and timeframe necessary to undo any changes to the system if an error occurs or the procedure otherwise fails to complete successfully.

8. Administrative Completion – Include steps that address the administrative aspects of the procedure.  This includes the completion of any required documentation, notification of users or other systems, or actions to open trouble tickets or change requests.

1. Introduction

1.1 Summary

A Production Operations Manual (POM) defines the specific technical and operational processes that must be carried out on daily, weekly, monthly or yearly basis.  A POM is an application/system specific document containing detailed topology, dependencies, monitoring specifics, maintenance windows, etc. Additionally, it contains the system’s scheduled events (regular production jobs, performance reporting, or maintenance windows, etc). The POM provides Field Operations staff the necessary instructions to operate and support production computer systems.
The Production support for the System Name Production System is divided or shared between the Enterprise Operations & Infrastructure (EOI) and Product Development within the Office of Information & Technology (OIT), and Corporate Data Center Operations (CDCO).
1.2 Purpose

The purpose of this document is to:

· Be used as a reference manual for the daily operation and maintenance of System Name
· Assist support personnel on the resolution of system issues
· Assist in the capacity, maintenance, and upgrade planning of System Name
1.3 Scope

The scope of this document is limited to the System Name.  Any references to external systems is only for describing an interface and how the interface and the external system affects the operation of System Name, or as a tool that may be used as part of system monitoring or the support and issue resolution system.

1.4 Related Documents and Agreements
VA Service Level Management Board (SLMB) has developed a memorandum that standardizes terminology and definitions for key documents used for implementation, operation, and monitoring of services provided by OIT.  The primary documents are Memorandum of Understanding (MOU), Service Level Agreement (SLA), Service Level Requirements (SLR), Operational Level Agreement (OLA), Operations and Maintenance (O&M), and Production Operations Manual (POM).  Purpose and relationships of these documents are summarized below.  The purpose of these documents and the relationships between them are summarized below. 
1.4.1 Memorandum of Understanding (MOU) 

The Memorandum of Understanding (MOU), a written agreement between an OIT service provider and customer(s), documents the services that each party will provide for a program or service.  The MOU is the foundation document upon which the SLA, O&M Plan and others are built.  The MOU is a strategic document, whereas the SLA, O&M, and POM are more functional/tactical documents.

The MOU serves as the signatory document that invokes the SLA. The SLA/SLRs are referenced in the appendix of the MOU, allowing them to be managed or modified without renegotiating the entire MOU.

1.4.2 Service Level Agreement (SLA) 

A Service Level Agreement (SLA) is a consolidated mutual agreement between a service provider and customer(s) that documents and describes agreed levels of performance and availability. The SLA describes Service Level Targets (SLT), key performance indicators, monitoring approach, and process for managing the service levels.   In VA, all SLAs are approved, negotiated, and governed thru the Service Level Management Board (SLMB). 

1.4.3 Service Level Requirements (SLR)

In the VA, Service Level Requirements (SLR) are a list of basic performance measurement requirements.  SLR is proposed by the customer and negotiated with OIT to reach a good faith agreement on the acceptable level of service and the metrics to monitor the service.  SLR is a service-specific breakdown (usually in a table) in an SLA appendix with a unique name and number. 

After the SLR is negotiated, it results in an agreed Service Level Target (SLT) with metrics, measurement techniques and assumptions.  The SLA and SLTs are a combined document.
1.4.4 Operational Level Agreement (OLA)

An Operational Level Agreement (OLA) is an agreement between two or more OIT entities that documents agreed service levels for general performance or critical services.  An OLA is very similar to an SLA except that it is internal to OIT functional units.  An OLA defines specific key performance indicators and related metrics to measure success criteria.  OLA metrics should form the foundation upon which SLA metrics can be derived for customer-facing services.

1.4.5 Operations and Maintenance Plan (O&M)

The Operations and Maintenance (O&M) Plan defines the operational support tasks and activities that each of the Office of Information & Technology (OIT) functional areas are required to provide in the delivery and support of a production enterprise system. The O&M Plan defines specific roles and responsibilities of OIT functional support teams to avoid confusion over which party is responsible for specific areas of process, tasks, or actions.  The O&M plan supports the specific service levels for each activity as defined in the Service Level Agreement (SLA), describes how performance is measured, and identifies the responsible entities for each activity. 

All key functions are assigned to one or more responsible parties and activities are clearly defined in order to maintain and support the applications and system components throughout its life cycle. These roles and responsibilities are displayed in a tabular RACI format at the end of each section of the plan to further define responsibility, accountability, consultation, and information roles.
1.4.6  Underpinning Contract

Underpinning Contract is an agreement between an IT service provider and a third party, including vendors, that provides goods or services that support delivery of an IT service to a customer.  It is developed either by the Program Office or OIT, depending on ownership of the budget/funds   
1.5 Section Summary

	Section
	Summary

	1. Introduction
	This section describes the scope and purpose of the document, along with other relevant documents.

	2. System Business and Operational Description
	This section provides the reader with a description of the system.  It describes what the system does in the context of the VA.  

	3. Routine Operations
	This section describes what is required of an operator/administrator or other non-business user to maintain the system at an operational and accessible state.  

	4. Exception Handling
	This section gives an overview of how system problems are handled.  It should describe the general expectations of how the administrator and other operations personnel should respond and handle system problems.   

	Continuity of Operations
	This section describes the processes or procedures that operations personnel need to execute in order to fulfill their responsibility in the systems Continuity of Operations plan (COOP).  

	Disaster Recovery
	This section describes the processes or procedures that operations personnel need to execute in order to fulfill their responsibility in the systems Disaster Recovery (DR) plan.  

	System Support
	This section describes the VHA system support structure and how to use it to resolve system problems.


2. System Business and Operational Description
This section provides the reader with a high-level description of the system.  It should describe what the system does in the context of the VA.  For example, describe the system in the context of patient care or how it fits in the administrative process.  Details of the system should be placed in one of the sub-sections.  This section should also define who the systems business owners are and point of contact information for OIT and ESM resources.

The sub-sections are guides and you can add a new section if appropriate.  
2.1 Operational Priority and Service Level

This section describes the overall importance of the system to the VHA; including systems customers served and a description of the system use (This information is important in assessing inputs for service and outages.)  Is the system critical to patient care? Are there any patient safety issues if the system is down or otherwise unavailable?  It is important to be unbiased and to put the system in the correct context.  

The Service Level of the system describes the availability of the system.  If the system is only used during business hours then the system is required to be operational during those hours.  If there is a disruption of service during those hours then steps need to be taken to rectify the problem.  Each system should have a Service Level Agreement (SLA) or a document/understanding of service level needs/expectations
 as part of the system documentation.  The SLA should be referenced in this section and if possible a link to the document should be provided.  
2.2 Logical System Description

In this section each of the logical components of the system is listed and described.  Components describe an aggregation of function and not physical devices or locations. In addition to the descriptions of the components a diagram of the logical system should be included.  The diagram should show all the components and the relationships between them, including references to system flow and connectivity.  If there are any special or unusual interactions between components then that relationship should be expanded upon.
2.3 Physical System Description

In this section the physical components of the system are enumerated and described.  Physical components of the systems should include: Servers, network, storage devices, printers, client workstations, medical devices and any other physical devices that are used by the system.  A  Configuration Management DB (CMDB) should be used to store the descriptions of the physical system components. A link to the CMDB or directions on how to access it should be included.  If a CMDB is not available then the descriptions should be included in this section. The descriptions should include Make and Model numbers, OS, Memory size, geographic location, and if possible location within the Datacenter.  Also included in the list should be any hot or cold back-up servers and any Disaster Recovery servers if they are dedicated to the system.  A diagram of the system should be included that includes a representation of all devices and the connection between them.  Connections should be fully described including type and bandwidth.  

2.4 Software Description

In this section the software components of the system are enumerated and described. The software components of the system include: the main application and language, Operating System, Database, web and application servers, Extract Transform & Load ETL, messaging, scripts, utilities, reporting tools and any other software program that is executed as part system.  The descriptions should include vendor, version, license information, and configuration (especially non-default parameters). The size and configuration of filesystems and storage arrays should also be included.  Much of this information should be in a CMDB and if so, then how to access the CMDB should be included as above.
2.4.1 Background Processes

This section should list of all application background processes running on all the components of the system.
2.4.2 Job Schedules

If Batch jobs or any other process is executed at a periodic interval, then intervals should be identified and jobs should be listed in this section.
2.5 Dependent Systems
In this section other systems, either internal or external to the VA, that are utilized by the application are listed and described.  The name, location, function and interface method should be included as part of the description.  If the dependent system is required for the normal operation of the application then that should be noted.  Where appropriate, links to the CBDB should be included.
3. Routine Operations

This section describes at a high-level what is required of an operator/administrator or other non-business user to maintain the system at an operational and accessible state.  These functions and tasks should be identified by function or role (such as system administrator, super user, end user, etc.)  Descriptions should include additional description details if necessary (such as end user) based on likely level of knowledge.  Details should be left to the sub-sections. 
3.1 Administrative Procedures

3.1.1 System Start-up
This section defines how the system is started and brought to an operational state.   The procedures should start with the boot of the server or device.  If the application or a component is run as a service or background process, it needs to be listed as such and along with a method to verify that it is running.  In cases where there are multiple servers and components involved it is important to describe the correct order in which they start.  In this case a flow chart or an activity diagram of the procedure is the best method of representation.
3.1.2 System Shut-down
This section defines how the system is started and brought to a non-operational state.   The procedures should stop all processes and components.  The end state of this procedure should be a state where the Start-up procedure can be applied. In cases where there are multiple servers and components involved it is important to describe the correct order in which they are stopped.  In this case a flow chart or an activity diagram of the procedure is the best method of representation.
3.1.3 Back-up & Restore
In this section a high-level description of the systems back-up and restore strategy is elaborated. A block diagram should be included that includes all the components that require back-up and the devices or infrastructure that perform the actual back-up and restore.

3.1.3.1 Back-up Procedures

This section describes the schedule and procedures for performing routine back-up.  It is likely that the datacenter will have standard procedures for the back-up of storage.  This section should not redefine or replicate the data centers standards.  Rather, what is described here is how to access the standard procedures and more importantly how those procedures apply to System Name. Database and filesystems names should be listed. 

The back-up schedule should be listed along with any variation to level of the back-up (i.e. full vs. incremental, database vs. full system, etc).  After the schedule is presented, follow with the procedures necessary to perform all the different levels described in the schedule.  The procedures should list in detail all the steps necessary to perform the back-up, including an estimate of length of time required.
3.1.3.2 Restore Procedures

This section describes how to restore the system from a back-up. It is likely that the datacenter will have standard procedures for the Restoration of storage.  This section should not redefine or replicate the data centers standards.  Rather, what is described here is how to access the standard procedures and more importantly how those procedures apply to System Name.  It will contain procedures for all the types of back-up described above.  Since restoring a system is not typically a normal operating procedure this section should have as much detail as possible.  The starting state of the system may not be fully known, so it is very important to outline what the starting state is and all assumptions made.  The addition of diagrams and flow charts will make this section more accessible to the user and greatly enhance their ability to restore the system in a timely manner. 
3.1.3.3 Back-up Testing

Once back-ups are made, it is important to periodically test to see if they are accurate and can be used to restore the system.  This section describes the procedure to test each of the back-up types described in the Back-up section.  Like back-ups, testing should be done on a scheduled periodic basis and the testing schedule should be described first.  After the schedule is established, test procedures for each type of back-up should be detailed.  The detail should include the hardware configuration of the test system since the tests are not typically done on the production system.  Test cases should also be established to ensure the accuracy of the restore.  It is not sufficient to simply restore the back-up; basic operation tests must be preformed along with specific data quality tests.  The system test plan is a good resource when completing this section along with the business stakeholders who can provide important information.
3.1.3.4 Storage and Rotation

Off-site storage of back-up media
 is an essential part of any back-up strategy to assure disaster recovery.  This section describes how and when back-up media is taken off site and how it is returned for reuse.  The first part of this section describes where media is stored and how it is transported to and from the site.  It should include names and contact info for all the principles at the remote facility.   If activities relate to an existing contract, the contract name, number, vendor, contract officer, and contract officer technical representative (COTR) should also be identified, as well as general high level information that describe the scope of the contract for reference and use.  If a new contract is created for these services, the same type of information should be identified here for the new services.   
After the physical location has been established the second part of the section should enumerate the schedule for when media is taken off-site and returned.  If media reuse in not part of the rotation plan then it is necessary to have an archival plan for the media in off-site storage.
Some systems may be highly distributed.  In this case more generic descriptions are desirable as it is usually not possible to describe this for all data centers. References to local policy should be included as a means of providing more detail
3.2 Security / Identity Management

This section provides a high level description of the systems security and user management.  First, the security architecture of the system is described.  This includes the Authentication and Authorization mechanisms of the system.  If there is a separate security plan and/or security administration documents then links should be included here.  A block diagram of the system as it relates to security should be included.  It should show all layers of security at the system and network levels.  If encryption is used in the system, it should be shown in the diagram and detailed in this section.
3.2.1 Identity Management
This section defines the procedures for management of users.  Described here should be procedures for adding new users, giving and modifying rights, and deactivating users.  Included in the procedure should be the administrative process for granting access rights and any authorization levels, if more than one exists.  Also, the section should describe what level of administrator has the authority for User Management.
3.2.2 Access control

This section describes the systems access control functionality.  It is primarily intended to cover security procedures and configurations not covered in the previous section.  This may include any Password aging and/or strictness controls, user/security group management, Key management and temporary rights.
3.3 User Notifications

This section defines the process and procedures used to notify the user community of any scheduled or unscheduled changes in the system state.  These state changes include planned outages, system upgrades and any other maintenance work, plus any unexpected system outages.  The procedures for notification may be included in the Systems O&M plan.  If that is the case, a link to the document should be provided.  Also regional and/or datacenter policies may apply and should be referenced.
3.4 System Monitoring, Reporting & Tools
This section describes the high-level approach to system monitoring.  It should define what tools are available for use and who is responsible for implementing and maintaining those tools.  A diagram of the system and its monitoring tools would be useful in this section.
3.4.1 Availability Monitoring

This section describes how to determine if the system is fully operational and working correctly.  It should be written as a set of procedures on how to determine the overall operational state and the state of the individual components.
3.4.2 Performance/Capacity Monitoring 

This section describes the procedures needed to determine other overall system performance and the performance of the individual components.  If performance thresholds have been determined for the system then they should also be included.  Additionally, procedures for monitoring the capacity of data stores or network links should be included.
3.4.3 Critical Metrics

This section provides details on exactly what metrics are critical to validating the normal operation of the system and also any indirect metrics that indicate a problem in their system or related systems.  What should be included is a detailed description of the metrics for a particular application and also the upstream and downstream indications of application issues. For example, Vitria messaging you can tell directly if messaging has a problem through monitoring of the messaging servers and process.  But, you can also infer that Vitria messaging has a problem by monitoring the ESR JMS messaging queues on the ESR side.  You could use the ESR JMS messaging queues to generate an alert for Vitria as a backup to the direct monitoring of the Vitria messaging processes.   
3.5 Routine Updates, Extracts and Purges

This section defines the procedures for typical maintenance procedures such as updates, on request or periodic data extracts, database reorganizations, and purges of data.  In the section, it should be explicitly defined if purging and archiving are permitted for the system, along with the prerequisites that would trigger the event. These procedures need to be as detailed as possible, as errors in the process may cause the loss of data.  The procedures should also define who is responsible for performing the tasks.  Typically, only a DBA will perform operations on the database where an operator or administrator will do software updates or an operation on a non-database file.
3.6 Scheduled Maintenance

This section defines the maintenance schedule for the system.  The schedule should define time increments (i.e. yearly, quarterly, monthly …) and what should be done at that interval.  There should be full procedures for each of the intervals and a time estimate for the duration of the system outage.  A process for scheduling ad-hoc maintenance windows should be defined, as not all maintenance can wait for a scheduled timeframe.  Where applicable, datacenter standards should be referenced.
3.7 Capacity Planning

This section describes the process and procedures for performing capacity planning reviews.  Typically capacity reviews are done once or twice a year and use data collected via system monitoring utilities.  In this section, a schedule for capacity planning reviews should be defined, who should perform them, and how the results of the review are presented.  The section should also define who is responsible for making adjustments in the system’s capacity.
3.7.1 Initial Capacity Plan

This section should contain an initial capacity plan that forecasts for the first 3 month period, and 12 month period of production. . 
4.  Exception Handling

This section gives a high-level overview of how system problems are handled.  It should describe the general expectations of how administrators and other operations personnel should respond and handle system problems.   Try to define a boundary between the type of issues that are appropriate for operators and administrators to resolve and issues that need escalation up the support structure.  Reference Data Center standards where appropriate. 
The sub-sections below are intended to give operators and administrators the information they need to know, to detect and resolve system and application problems.  The sub-sections are typical of any system and should be considered the minimum set.  
4.1 Routine Errors

Like most systems, System Name may generate a small set of errors that may be considered “routine”.  These errors are routine in the sense that they have minimal impact on the user and do not compromise the operational state of the system.  Most of the errors are transient in nature and only require the user to retry an operation.  The following sub-sections describe these errors, their causes and what, if any, response an operator needs to take.
While the occasional occurrence of these errors may be routine, getting a large number of an individual error over a short period of time is an indication of a more serious problem.  In that case the error needs to be treated as an exceptional condition.
In most systems there is a small subset of errors that routinely occur.  These errors are generally minor and in most instances can be ignored.  The three following sub-sections are three general categories of errors that typically generate these kinds of errors.  Your system may have additional categories, so add sections as needed. 
4.1.1 Security

This section lists all Security type errors that a user or operator may encounter.  Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
4.1.2 Time-outs

This section lists all Time-out type errors that a user or operator may encounter.  Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
4.1.3 Concurrency
This section lists all Concurrency type errors that a user or operator may encounter.  Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
4.2 Significant Errors
Significant errors can be defined as errors or conditions that affect the system stability, availability, performance or otherwise make the system unavailable to its user base. The following sub-sections contain information to aid administrators, operators and other support personnel in the resolution of errors, conditions or other issues.  
4.2.1 Application Error Logs

This section describes the applications error logging functionality, lists the locations of where they are stored and what if any, special tools are needed to view the log entries.  For each log the maximum size, growth rate, rotation and retention policy should be described. Also, if the system sends error or alarm messages to external systems, that should also be elaborated.
4.2.2 Application Error Codes and Descriptions

This section lists all the unique errors that can be generated by the application.  Typically there is a standard format to these messages and that should be fully described. A table of all possible errors should be included that includes the code associated with each error, with a short and long description, severity of the error and the possible response to the error.  If the table is extremely lengthy then the author may want to consider moving the table to an appendix, with a link in this section.
 If the application is a third party application, then a link to system documentation is appropriate in instead of a listing in this section 
4.2.3 Infrastructure Errors
 VHA IT systems rely on various infrastructure components.  These components will have been defined in the Logical and Physical Descriptions section of this document.  Most, if not all of these infrastructure components generate their own set of errors. Each Component has its own sub-section and within describes how errors are reported.  The sub-sections are a typical list of components and are meant to be modified for each individual system.
The sub-sections are not meant to replicate existing documentation on the infrastructure component.  If documentation is available online then a link to the documentation is appropriate.  Each sub-section should contain implementation specific details such and Database names, server names, paths to log files, etc. 
4.2.3.1 Database
This section describes the system/application specific implementation of the database configuration as it relates to errors, error reporting and other pertinent information on causes and remedy of database errors.  If links to component documentation is available then it should be provided here.
4.2.3.2 Web Server
This section describes the system/application specific implementation of the web server configuration as it relates to errors, error reporting and other pertinent information on causes and remedy of web server errors.  If links to component documentation is available then it should be provided here.
4.2.3.3 Application Server

This section describes the system/application specific implementation of the application server configuration as it relates to errors, error reporting and other pertinent information on causes and remedy of application server errors.  If links to component documentation is available then it should be provided here.
4.2.3.4 Network

This section describes the system/application specific implementation of the network configuration as it relates to errors, error reporting and other pertinent information on causes and remedy of network errors.  If links to component documentation is available then it should be provided here.
4.2.3.5 Authentication & Authorization

This section describes the system/application specific implementation of the authentication and Authorization component(s) as it relates to errors, error reporting and other pertinent information on causes and remedy of errors.  If links to component documentation is available then it should be provided here.
4.3 Dependent System(s)

Many systems are dependent on other VA systems for normal operation.  This section describes the errors and error reporting as it relates to these systems and what remedies are available to administrators for the resolution of these errors.
4.4 Trouble Shooting
This section should contain any helpful information on trouble shooting the system that has been learned as part of the development and testing processes or from the operation of similar systems.
4.5 System Recovery

The following sub-sections define the process and procedures necessary to restore the system to a fully operational state after a service interruption.  Each of the sub-sections start at a specific system state and end up with a fully operational system.
The sub-sections defined below are typical, but not comprehensive. It may be necessary to add additional sub-section to fully cover the range of failure and restart possibilities.  The sections generally define how to recover from the crash of XYZ, by bringing the system to a known state and then restarting components of the system until it is fully operational.  Where possible uses references to the Start-up and Shut-down procedures in Section 3
4.5.1 Restart after Non-Scheduled System Interruption 

This section is intended to describe the restart of the system after the crash of the main application.  If the system is not too complicated, it is possible to cover the failure of other components as alternate flows to the main processes.  However, for a complex system it will be necessary to cover each component individually as a separate section.
4.5.2 Restart after Database Restore

This section describes how to restart the system after the restore of a database backup.
5. Continuity of Operations
This section describes the processes or procedures that operations personnel need to execute in order to fulfill their responsibility in the systems Continuity of Operations plan (COOP).  The procedures should be fully elaborated here and not links to full system COOP.  If the COOP is being implemented then there is a strong likelihood that linked documents will not be available.
It is also important to include procedures for the transition from the COOP environment to normal operations.  This may include the central database update from local databases or logs and any other measures required to restore lost data to the database.   The section may also include manual processes, if necessary.  
This section must be as comprehensive and detailed as possible.  COOP plans are often implemented during extreme events and normal support channels may not be available.  This document may be the only resource available to administrators and operators.
6. Disaster Recovery

This section describes the processes or procedures that operations personnel need to execute in order to fulfill their responsibility in the systems Disaster Recovery (DR) plan.  The procedures should be fully elaborated here and not a link to the full system DR plan.  If the DR plan is being implemented then there is a strong likelihood that linked documents will not be available.

It is also important to include procedures for the transition from the DR environment to normal operations.  This may include the restoring the primary database, updating DNS entries or any other step necessary to move the system back to the primary site.   

This section must be as comprehensive and detailed as possible.  DR plans are often implemented during extreme events and normal support channels may not be available.  This document may be the only resource available to administrators and operators.
7. System Support

An understanding of how System Name is supported by various organizations within the VA is important to operators and administrators of the system.  In the event that you are unable to resolve an issue, then it is necessary to understand how to obtain support through OIT’s system support organizations.  The following sections describe the Support structure and provide procedures on how to obtain support.

The information in these sub-sections is a summary of parts of the System Name O&M plan.  This document is available at <insert link> and should be used if additional information is required.
7.1 Support Structure

This section describes the systems support structure as seen from the perspective of operations personnel.  The first section defines the support hierarchy through which a support request may navigate. The second section defines the responsibilities for each level of support.
7.1.1 Support Hierarchy

This section defines the enterprise support hierarchy.  It should be structured from the point of view of and operator or administrator.  The description should span the entire support structure and should conclude with the ultimate subject matter expert, be it a product development team, a Vendor or other third party.
7.1.2 Division of Responsibilities

This section defines the scope and responsibilities of each support tier.  As described above this information is available in the System O&M plan and that document is the source for the information in this section.
7.2  Support Procedures
This section details the process and procedure necessary to submit a support request, track that request and ultimately resolve and close the request.  The procedure should include escalation thresholds, which identify when problems are turned over to, or rise to, the next level of technical capability or management.  The tools necessary to initiate and manage the request should be defined and all necessary contact information should be provided, along with how to close out a support event.  
Support procedures also include timeframes for reporting and review for tracking, baseline, and adjusting current operations as needed to assure continued operation. 
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� It is unlikely that all systems will have SLAs.  However, there should be some documented understanding of what service levels are expected or needed to ensure reliable operation.  


� Media may not necessarily take the form of tape, cartridges or other removal storage media.  Newer back-up techniques may recorded to fixed devices.  The key is that back-up must be kept off-site.





